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Testing, Validation..
Safety is 
critical

Write code manually and 
test
OR
Mathematically model 
the system and its 
properties 
(requirements) and feed 
it to a model checker. 

The strategy i.e. the logic of the 
software which is to be followed 
by the physical system.
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Input: Sample data

Build a model

Predict on unseen data
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AIM:
Why ML at all?

● Learn a strategy and 
represent (predict)

● In a much smaller form
● Capture the most

essential decisions of a 
strategy 

● While not 
compromising on 
safety, i.e. not 
predicting spuriously.



Build a model:
Previous work
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Decision 
Trees 

Machine  Learning

● MDPs
● Stochastic Hybrid 

Games
● Graph Games



Firewire (Abst) 
Dataset : from 
PRISM examples

X[0] : x
X[1] : s

Actions: 
[move,round,time]
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Rules
When this, do 
this….
(readable)

Decision 
Trees 

Machine 
Learning

ILP
Domain Knowledge 
Included

Now our model 
is Inductive 
Logic 
Programming
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For Starters : 
Inductive Logic Programming
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Deductive vs Inductive?

Jill is smart

Jill is a girl

and

Jill is a girl

Hypothesis: All Girls are Smart

INDUCTIVE
“Inducing” General 
hypothesis from Specific 
Details

Indeed, Machine 
Learning in some 
sense..
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For Starters:  ILP

What we have :

1. Background Knowledge (B) 
2. Set of Positive Examples (E+)
3. Set of Negative Examples (E-)

What we want:

 A Hypothesis which is “good”:

-> Maximises the number of positive examples satisfied

-> Does NOT satisfy any negative examples

-> Has literals in the body as less as possible

ML LOGIC 
PROGRAMMING

ILP



EXAMPLES



TRAINS



B



     E+                       E-



A general hypothesis about eastbound trains, given the 
background knowledge and positive and negative instances



Greedy search 
along the lattice 
of hypothesis



To play or not to play



In the context 
of strategies..



Cruise Control

Ego Front
Ego is controlled by us Front is environment controlled : 

"given to us"

The goal of the adaptive cruise control in Ego is

1. To stay safe (by keeping the distance between the cars 
greater than a given safe distance) SAFETY

2. To drive as close to Front as possible. OPTIMALITY



Cruise Control

Ego Front
Ego is controlled by us Front is environment controlled : 

"given to us"

● B : Equations of Motion
● E+: When to accelerate
● E-: When to not accelerate



Firewire



WHY?



For Starters:  ILP

What we have :

1. Background Knowledge (B) 
2. Set of Positive Examples (E+)
3. Set of Negative Examples (E-)

What we want:

 A Hypothesis which is “good”:

-> Maximises the number of positive examples satisfied

-> Does NOT satisfy any negative examples

-> Has literals in the body as less as possible

Towards a 
succinct 
representation
?
You decide the 
vocabulary! 





Student Research Competition,
International ACM Conference on Automated Software Engineering (ASE 2019)



Simulating Custom Decision 
Tree Strategy in PRISM



















https://docs.google.com/file/d/1hItn7ytrtB9e8skSkeM9XNrenxGqhtFz/preview
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Rules
When this, do 
this….
(readable)

Testing, Validation..
Safety is 
critical

Decision 
Trees 

Simulating the 
system and 

visualising the 
strategy 

simultaneously Machine 
Learning

ILP
Domain Knowledge 
Included



THANK YOU


